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Abstract: In this paper we consider the Park and Ride node location 

problem in a considered city. Our approach is composed of two steps. 

First – setting down the set of candidate points for the Park and Ride 

nodes by selecting a number of communication hubs. Second – pick-

ing from the set of hubs a smaller set of a Park and Ride points, locat-

ed near communication hubs. In the first step we are using two ap-

proaches: the evolutionary algorithm and the one based on hypergraph 

transversal. In the second step we are using an exhaustive search 

method or the evolutionary approach, depending on the size of the 

problem, to find the final solution to the Park and Ride points. 

Keywords: Park and Ride, evolutionary algorithm, hub and spoke, 

kernel and shell, graph, hypergraph, transwersal. 

1. Introduction 

Dynamic growth of urban agglomerations leads to new challenges. One of 

such  essential problems is the communication and growing traffic in the city. An-

other is pollution increase. In a large city one of the most important sources of pollu-

tion are exhaust gases. It is a well-known fact that the public transportation produces 

less pollution than private transportation, and, in addition, causes less congestion, in 

general. Based on these observations the idea arose of the Park and Ride systems 

(P&R or sometimes P+R). Generally, the concept of such system is simple; let 

commuters get to the city, but not closer to the centre than some place in the suburbs 

or in the surroundings, by their cars, from there let them go further by public trans-

portation. However simple this may look, it certainly is not. People are not just the 

machines programmed for traveling from their homes to their places of work. They 

have their own preferences, their private matters, and so their choices are not so ob-
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vious. According to the fact the people travel hither and yon, the Park and Ride sys-

tem should provide a convenient possibility of a change. In the current paper we will 

not consider improvement of urban public transport, but concentrate on the location 

of the Park and Ride facilities problem. 

Some of the cities in Europe and in the United States have already brought on 

the park and ride system. For example there are nine P&R locations offering a total 

of 3,636 parking spaces in Phoenix in the USA all in the direct vicinity of the Valley 

Metro Rail (http://www.valleymetro.org/park_and_rides/mlr). There are also, as 

shown in Fig. 1, five park and ride sites in York in the UK. 

 

 

Fig. 1. The P&R system in York in The United Kingdom 

 source: http://www.itravelyork.info/images/content-

images/Buses/York_Park_and_Ride_map.jpg 

 

 



The park and ride problem. The graph approach 

 

9 

Fig. 2.The planned P&R system in Wrocław in Poland 

source : http://www.tuwroclaw.com/wiadomosci,bez-parkowania-na-wlodkowica-i-sw-

antoniego,wia5-3266-3621.html 

 

Even though this looks like a step in the right direction, it is still too little to 

secure a significant improvement for the city traffic. Another question is whether the 

park and ride facilities should only be located at the border of the city or some of 

them should also be situated closer to the centre. The approach with park and ride 

sites inside the city is used in Poland in Wrocław (see Fig. 2). 

Another version of the concept is implemented in Cambridge, where all P&R 

facilities are located in the suburbs (Figs. 3 and 4). What appears to be very im-

portant is the connection to the public transportation and the quality of the lat-

ter. 
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Fig. 3. The P&R system in Cambridge 

source: http://www.parkandride.net/html/facilities/images/cambridge_map1.gif 

 

 

Fig. 4. The P&R and public transportation in Cambridge 

source: http://www.mkvale.it/fotografie/uk/cambridge/park_and_ride_cambridge_map.gif 
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2. Graphs and their relevant structures 

Since we shall be modelling the entirety of the P&R problem through the 

graph representation and then solving it as a problem defined on graphs, we start 

with the basic notions from graph theory, here given following Wilson (1996). 

A graph is a pair G = (V, E), where V is a non-empty set of vertices and E is a set of 

edges. Each edge is a pair of vertices {v1, v2} with v1 v2. 

A clique (a complete subgraph) Q =(Vq, Eq) in a graph G = (V, E) is a graph such that 

VqV and EqE and Card(Vq)=1 or each pair of vertices v1, v2Vq fulfils the condition 

{v1, v2}Eq. (Cormen et al., 2004). Each subgraph of a clique is a clique. 

An clique (Mażbic-Kulma et al., 2008; Potrzebowski et al., 2006; Potrzebowski et al., 

2006-2; Potrzebowski et al., 2007; Potrzebowski et al., 2008) can be defined as follows: let 

A=(V’, E’) be a subgraph of graph G = (V, E), V’V, E’E, k=Card(V’) and let ki be a 

number of vertices vjV’ that {vi, vj}E’. 

1. For k=1 the subgraph A of graph G is an -clique(. 

2. For k>1 the subgraph A of graph G is an -clique( if for all vertices     

viV’ fulfill the condition ki+1)/k, where (0, 1]. 
 

Further on we will use the notion of -clique in the sense of -clique( for 

an earlier established . A subgraph of an -clique may not be an -clique for the 

established . 

A kernel and shell structure in a graph G(V, E) is composed of two graphs: 

 kernel – a subgraph, which constitutes a group of strongly connected vertices 

K(Vk, Ek), depending on needs, possibilities, or on the input graph structure, it 

can be a clique (ideally), an -clique, or at least a connected subgraph; 

 shell – a graph S(Vs, Es) where Vs=V-Vk and Es=E-Ek, depending on the 

particular requirements, it can be an -clique (including its kernel node) 

or a tree with the kernel node as the root and the shell nodes as leaves. 
 

For logistic and transportation modeling we propose to use evolutionary 

methods to obtain solutions. These methods may transform the transportation con-

nections graph into an instance of the kernel and shell structure, leading to the hub-

and-spoke or -clique structures according to problem-specific restrictions. An -

clique structure in graph of connections (Fig. 5b) is also an instance of a more gen-

eral kernel and shell form. It consists of several peripheral (shell) -cliques G fea-

turing the desired values of connected with central (kernel) -clique Gc of strong-

ly connected nodes, ideally with In the case of sparse graph of connections the 
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requirement of  for the kernel subgraph can be reduced to  demanding that it be 

a connected graph to keep its functionality. Depending on the particular problem 

requirements the kernel nodes or the number of kernel nodes can be imposed, or the 

evolutionary method can propose the best candidates, taking into account the im-

posed  parameters on the shell -cliques, corresponding to the strength of connec-

tions within the derived -cliques. In both cases the evolutionary algorithm (EA) 

maximizes the strength of connections within the obtained -cliques and tries to 

derive structures with desired properties. 

 

            
    a)            b) 

Fig. 5 a) a source graph and b) the -clique kernel and shell structure obtained. 
 

 

A hub and spoke structure (Fig. 6b) is a graph Hs=(Gh  Gs , E ) where the 

subset Gh corresponds to at least a connected graph (of hubs) with the relevant sub-

set of set E, each vertex of subset Gs (of spokes) has degree 1 and is connected ex-

actly with one vertex from subset Gh, Mażbic-Kulma et al. (2009), Potrzebowski et 

al. (2008). The hub and spoke is a particular case of a kernel and shell structure. This 

structure can be used in such models, where direct connections between nodes-”spokes” 

attached to respective hub nodes are not very important and direct connections are not nec-

essary. 

The hub and spoke structure can be derived using one of three possible approaches. 

The first method uses a predetermined by some expert number of communication hubs, 

with the possibility of directly determining which nodes should become hubs or selecting 

them by the solving method. The second approach tries to find the minimum number of 

hubs which constitute at least a connected subgraph with all remaining nodes connected to 

their hubs. It must be noticed that the number of hubs used in the first approach must be 

bigger than this minimum value. The third approach assumes that the number of communi-

cation hubs is determined indirectly by the imposed program parameters, mainly the pa-

rameter  (the hub subgraph must constitute an -clique with imposed value of ). 

A hypergraph is a pair H=(X, F), where X is a non-empty, finite set of 
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vertices, F is a non-empty family of different subsets of set X fulfilling the 

condition: 

    ∪
𝑓∈𝐹

𝑓 = 𝑋      (1) 

F is a set of edges. 

Note that an edge can contain any number of vertices (even one), which makes a 

difference between hypergraphs and graphs. In fact, hypergraphs can be viewed as a direct 

generalization of graphs. 

 

 

 

 

  
a)                         b) 

 

Fig. 6  a) a source graph and b) the hub and spoke structure obtained. 

 

Degree of a vertex is the number of edges to which this vertex belongs. 

A transversal Tr of a hypergraph H=(X, F) is a subset of vertices, which has 

the property  ∀𝑒 ∈ 𝐸:𝑒 ∩ 𝑇 = ∅. In other words, a transversal is a set of vertices that 

covers (or blocks, hence the other name: blocking set) all the edges. 

A transversal Tmi is called minimum in the sense of inclusion if there exists no 

proper subset of Tmi being a transversal. 

A transversal is called minimum in the sense of cardinality if there exists no 

other transversal having less elements. 

The minimum transversal problem is NP. All known exact algorithms solving 

this problem are of exponential complexity so they are of no use for cases of bigger 

graphs, this being the reason to use the approximating algorithms. 
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3. The problem representation and the methods of solution 

We assume that the structures we introduced are helpful in solving the P+R 

problem, or they can even directly represent such solutions, since edges correspond 

to transport-wise connections, and nodes represent transport nodes. Thus, by finding 

these structures, we obtain the solution or the basis for determining the solution. 

As mentioned in the introduction, we present here three algorithms for a 

minimum vertex cover in a hypergraph i.e. a minimum transversal in a hypergraph. 

Below, the algorithms are described in turn: 

1. exact-backtracking 

2. Lovász–Johnson–Chvatal (LJC) 

3. MSBT 

3.1. Exact algorithms - backtracking 

This algorithm finds the minimum cover but its worst-case number of steps to 

find a minimum transversal is O(2|X|), and the expected number of steps is: 

𝐸(𝑋) = ∑(
𝑛
𝑘
) 2−2

𝑘

∣𝑋∣

𝑘=0

 (2) 

 

Thus, it is practically useless in solving the real problems. 

 
 

Algorithm 1. The exact backtracking algorithm 

Require: C - the set of vertices and v - the first vertex to be removed from C, 

in the beginning, 

C = X and v = 0; 

for all w  C such that w  v do 

      if C - {w} is a transversal and C - {w} wasn't already visited then 

Set Cmin := C if C has less elements than Cmin (the current best solution); 

Call the procedure recursively with parameters C := C - {w}, v := w; 

      end if 

end for 
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Fig. 7 Backtracking tree for six vertices 

3.2. The approximating algorithm of Lovász – Johnson – Chvatal (LJC) 

The Lovász–Johnson–Chvatal (LJC) algorithm is a greedy algorithm – in 

each step it chooses the vertex that covers the biggest number of edges. Using the 

LJC algorithm we assume that the set of vertices should contain these vertices which 

cover the biggest number of edges. 

Let deg(x) be a degree of vertex x and F(x) be a set of edges to which vertex x 

belongs. The Lovász–Johnson–Chvatal algorithm for hypergraph H=(X, F) works as 

follows: 

 

Algorithm 2. The Lovász–Johnson–Chvatal algorithm 

procedure LJC(H) 

begin 

Tr:=; 

V:=X; 

E:=F; 

while (E) do 

 begin 

  choose vertex 𝑣:∀𝑧 ∈ 𝑉𝑑𝑒𝑔(𝑧) ⩽ 𝑑𝑒𝑔(𝑣) 
  V:=V\{v}; 

  E:=E\F(v); 

  Tr:=Tr{v}; 

 end; 

end; 

 

Using the greedy LJC algorithm we obtain the transversal, which can have a 

proper subset being a transversal. If n is the cardinality of the vertex set, topt is the 

cardinality of the smallest transversal, and ta is the cardinality of the vertex set ob-

tained using the LJC algorithm, then the following condition is satisfied : 
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   𝑡𝑜𝑝𝑡 ⩽ 𝑡𝑎 ⩽ 𝑡𝑜𝑝𝑡(1 + 𝑙𝑔2𝑛).    (3) 
 

The Lovász–Johnson–Chvatal algorithm finds the transversal of a 

hypergraph, for some hypergraphs it can be a minimum transversal in the sense of 

cardinality but there exist hypergraphs for which the LJC algorithm finds the 

transversal that is not minimum in the sense of inclusion. 

3.3. The approximation algorithm MSBT 

The MSBT algorithm seeks the vertices with the lowest degree and removes 

them from the set of vertices. If without a removed vertex the reduct is not a 

transversal, then the removed vertex should be added to the transversal under 

construction, and the edges incident with this vertex are eliminated from the 

hypergraph – they are deemed to be covered. If without the removed vertex the 

reduct is a transversal, then we have to search in it for all the vertices with the 

following property: in the reduct there is at least one edge covered by exactly that 

precise vertex. We remove these vertices, and all the edges covered by them from 

the reduct, and the vertices are added to the transversal. This procedure is repeated 

until all edges are removed i.e. until all edges are covered. 

Let H = (X, F) be a hypergraph for which a minimum transversal is sought; X – the 

set of its vertices, F – the set of its edges. 

Let m(x) be a vertex in X incident upon the minimum number of edges; if there are 

several such vertices we pick any of them. 

Let Z(X, F) be a set of vertices in the reduct of the hypergraph H(X, F); the elements 

of Z(X, F) do not belong to any edge. Let F(x) be a set of all edges incident with the 

vertex x. We carry out the MSBT algorithm as follows: 

 

Algorithm 3. The MSBT algorithm 

procedure MSBT(H) 

begin 

Tr:= 

V:=X; 

Q:=X; 

E:=F; 

 

while V and Edo 

 begin 

  k:=m(V); 

  V:=V\{k}; 

  if V is not transversal of hypergraph (Q, E) do 

   begin 

    Tr:=Tr{k}; 
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    E:=E\F(x); 

    V:=V\Z(V, E); 

   end; 

  else 

   begin   

    for each edge covers by exact one vertex v 

    Tr:=Tr{v}; 

    E:=E\F(v); 

    V:=V\{v}; 

   end; 

  Q:=V; 

 end; 

end; 

 

The transversals obtained from the MSBT algorithms are minimum in the sense of 

inclusion. 

4. The park and ride problem 

Consider a public transportation network. We analyse it as a graph where each 

stop corresponds to only one vertex in the graph. The case of the edges is more 

complicated. There are at least two approaches: 

1. Two vertices are adjacent if there is a direct connection between 

relevant stops without any stops in the middle. 

2. Two vertices are adjacent if they belong to at least one common public 

transportation line. 

There is of course one other problem to solve, that of defining the weight of 

each edge. We propose to assign the number of rides between due vertices. 

4.1. The Park and Ride candidates 

4.1.1. The minimum transversal approach 

Consider a hypergraph, where each vertex corresponds to only one stop and 

each edge corresponds to a single public transport segment, is the collection of all 

vertices belonging to this line. 

According to the composite algorithm where: 

Tr1 := transversal obtained by the LJC algorithm 

Tr2 := transversal obtained by the MSBT algorithm 

we can use just one of these two sets as a set of possible candidates for P&R points. 
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For the city of Warsaw1 we obtained with these two approaches the results 

that are presented in Figs. 8 and 9. The differences, which can be seen, are not only 

just associated with the properties of the methods, but, at the same time, they bear an 

important interpretative value (the implicit criteria of selection, which are embedded 

in the respective methods). 

 

Fig. 8 Results obtained with the LJC algorithm. 

                                                      

1 The results shown here in the figures were obtained with consideration of only bus and 

streetcar lines, without taking into account the underground and the fast city railway (SKM). 

The latter, though, even if accounting for a significant passenger flow, correspond to just a 

margin of the entire public transport network of Warsaw. 
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Fig. 9 Results obtained with the MSBT algorithm. 

 

4.1.2. The evolutionary approach based on the hub and spoke structure 

with predetermined number of kernel nodes 

Evolutionary algorithms (EAs) are often used to solve difficult graph prob-

lems such as graph coloring, TSP, graph partitioning, maximum clique search, etc. 

(Chen et al., 2008; Marchiori, 1998; Talbi and Bessiere, 1991; Yu et al., 2003); thus, 

it seems fully justified to use the evolutionary algorithm in the present graph trans-

formation problem. 

The standard evolutionary algorithm works in the manner shown in Algo-

rithm 4., but this simple scheme requires many problem specific improvements to 

work efficiently (Michalewicz, 1996). 
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The adjustment of the evolutionary algorithm to the solved problem requires 

proper encoding of solutions, development of specialized genetic operators proper 

for the analyzed data structure and the solved problem and, finally, the fitness 

function (or another manner of evaluating solutions) to be optimized by the 

algorithm. 

 

Algorithm 4. The standard evolutionary algorithm 

Input: 

  Input data 

Output: 

 Output data 

begin 

 Random initialization of the population of solutions. 

 while  stop condition is not satisfied do 

  begin 

   Reproduction and modification of solutions using genetic 

operators 

   Valuation of obtained solutions 

   Selection of individuals for the next generation 

  end; 

end; 

4.2. Park and ride selection method 

The hub nodes, selected by the evolutionary method, become candidates for 

P+R locations. As the number of hubs is rather small, the hubs of the P+R can be 

selected using simple selection of hubs with the best values of quality function given 

in the formula (4). 

 

Commutation cost: 

𝑚𝑖𝑛
𝑦𝑝

∑[𝛼𝑆(𝑥𝑝)(1 − 𝑟(𝑥𝑝)𝑦𝑝) + 𝛽(𝑡𝑠(𝑥𝑝 − 𝑥0) − 𝑦𝑝𝑡𝑘(𝑥𝑝 − 𝑥0)) + 𝛾(𝑐𝑠(𝑥𝑝 − 𝑥0) − 𝑦𝑝𝑐𝑘)]

𝑛

𝑝=1

 

(4) 

∑𝑦𝑝 ⩽ 𝑚

𝑛

𝑝=1

 

 

where: 

S(xp) – average traffic intensity 

ts(xp-x0) – commutation time from x0 to xp by car, 

tk(xp-x0) – commutation time from x0 to xp by public transportation, 

cs(xp-x0) – commutation cost from x0 to xp by car, 
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ck(xp-x0) – commutation cost from x0 to xp by public transportation, 

r(xp) – quantity of the traffic reduction by xp , 

yp- decision variable, its value is 1 when xp is P&R and 0 if  xp is not, 

, ,  - coefficients of proportionality >0, 

n – number of hubs, 

m – the maximum number of possible P&R to realize,  
    determined by possessed financial means. 

 

 

Fig. 10 Results obtained with the evolutionary algorithm, assuming 50 P&R candidates 

 

The analyzed data have been acquired from www.ztm.waw.pl. The ZTM 

schedules has not contain easy to process SKM railroad schedule so as the under-

ground schedule as well. For the preliminary analysis we took then just a schedule 

http://www.ztm.waw.pl/
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containing buses and trams. In the formula (5) we propose the quality function how-

ever for further computation there are other data not so easy to obtain needed. 

5. Conclusions 

The approach presented appears as a promising methodology for supporting 

the planning of further development of public transportation and the P&R structure. 

The LJC and MSBT algorithm provided similar solutions because it happens for the 

sparse hypergraphs. As a different approach the evolutionary algorithm based on the 

kernel and shell selects points with the bigger traffic capacity. According to this ob-

tained results should be treated as a preprocessing results or as a decision support 

solution. 
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